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Figure 1: Multiple focuses set as colored 2-spheres upon a graph with their respective colored contents (induced subgraphs)
presented in front of the user for inspection, editing, and interaction. The recently added link (highlighted in orange in the back)
was created as a local operation joining the two respective nodes in the subgraphs. This link is not represented in either of the
subgraphs but instead indicated by the dotted orange line for visual reference. The subgraphs are connected with the probes via

tunnels. Additionally, colored cones (on the very left and right) point toward the probes located inside the graph.

ABSTRACT

Immersive visualization of network data enables users to physically
navigate and interact with complex structures, but managing tran-
sitions between detailed local (egocentric) views and global (exo-
centric) overviews remains a major challenge. We present a multi-
focus probe technique for immersive environments that allows users
to instantiate multiple egocentric subgraph views while maintaining
persistent links to the global network context. Each probe acts as
a portable local focus, enabling fine-grained inspection and editing
of distant or occluded regions. Visual and haptic guidance mech-
anisms ensure context preservation during multi-scale interaction.
We demonstrate and discuss the usability of our technique for the
editing of network data.

Index Terms: Virtual Reality, Graph, Focus+Context, Interaction,
Editing.

1 INTRODUCTION

Analyzing large networks in immersive virtual environments of-
fers an engaging 3D experience and potential insight gains, but it
also introduces significant usability challenges [19]. Prior studies
have shown that while users can better understand certain graph
structures in VR, they often struggle with basic tasks like selecting
distant nodes or navigating complex structures without losing their
sense of orientation and context [8, 29]. A recent survey of im-
mersive network analysis identified maintaining spatial orientation
in large graphs, managing cognitive load when handling multiple
regions of interest, and balancing detailed views with a holistic net-
work understanding as key challenges in the field [16]. Traditional
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2D graph interfaces address the focus+context problem through
techniques like overview+detail or fisheye views, but translating
these to an embodied 3D setting is non-trivial. For instance, pro-
viding an overview of the entire network in VR (such as a World-
in-Miniature model [25]) can help preserve context, yet switching
attention between the overview and the full-scale graph may itself
impose cognitive load. Designing interaction techniques that let
users examine and edit specific parts of a large graph in situ while
keeping their place and perspective in the overall structure remains
an open research problem.

In this paper, we propose Multi-Focus Probes, an immersive fo-
cus+context technique for network data that allows users reach dis-
tant and/or occluded nodes in a virtual graph by placing interactive
probes on them. Each probe captures the subgraph within its radius
and instantly presents that content in front of the user as a mov-
able, scaled focus view. This approach is inspired by the concept of
an endoscope in medicine, enabling inspection and manipulation of
hard-to-reach areas through a minimal opening. By bringing chosen
sub-networks within arm’s reach, the user can perform local edits
(such as adding or removing links, or adjusting node positions) di-
rectly on the focus views and propagate those changes back to the
full graph. The probes serve not only as selection lenses but also
as anchors for navigation and even global graph deformation: users
can “teleport” their viewpoint to a probe’s location or apply spatial
distortions to the graph via the probe while preserving the over-
all context. To maintain the spatial relationship between focus and
context despite these manipulations, we integrate visual and haptic
guidance cues (e.g., connecting lines or tunnels and directional in-
dicators) that always point the user to each probe’s original location
in the global graph.

2 RELATED WORK

Selection and Navigation in VR: Selecting and manipulating ob-
jects in VR has been widely studied, as it forms the basis of more
complex analysis tasks [1, 2]. Common selection techniques like



ray-casting involve pointing a controller or hand toward a tar-
get [23], which works well at moderate distances but can become
imprecise for very far or completely occluded targets [22]. Varia-
tions such as the extended arm metaphor allow users to reach be-
yond their physical arm length into a scene [26, 7], overcoming
distance limits at the cost of precision [7]. For occluded targets,
specialized techniques have been proposed: for example, the Magic
Ball approach encloses hidden objects in a transparent sphere to re-
veal them as a 3D mini-map for selection [36]. Navigation can be
considered as an option to support the selection task in form of de-
creasing the distance between the user and the object [7] with dif-
ferent approaches like Point-Tugging or Arm-Cycling [6] or tele-
portation [3]. Our probe-based selection builds on these ideas by
letting users select far-away nodes via ray-casting without directly
selecting targets but enclosing them in a radial region to overcome
the imprecise control found for ray-casting or extendable arm ap-
proaches. Further, we incorporate focus-related navigation which
allows to travel directly to the locations of the probes and graph
manipulations.

Focus+Context and Orientation Aids: Maintaining an
overview while examining details is a classic challenge in visual-
ization. In 2D, solutions include structure-aware fisheye views for
large graphs [33] and interactive lenses for multivariate graph ex-
ploration [32]. In immersive environments, this problem is exacer-
bated by the lack of fixed external frames of reference. Researchers
have explored using the lens metaphor to offer alternative repre-
sentations even in combination of two lenses [17] or in terms of
direct spatial manipulation of 3D data analysis dealing with sur-
faces or streamlines [21]. Alternatively, space-folding techniques
with local focus views were used [10, 27], for instance to allow
the interaction with genome-scale data. These methods keep the
overall context-relation, while zooming into details could also be
supported by an overview in VR using techniques like World-in-
Miniature (WIM) [25]. A property of all these approaches is that
they allow the user to seamlessly change states between focus and
context building a bridge in terms of spatial directness in visual-
ization tasks [4]. Consequently, these focuses can be utilized as
interaction proxies or portals for exploration [28] and remote ma-
nipulation [31, 14, 7]. In addition, aids can assist the user in keeping
orientation in a 3D scene populated by visualizations of data [19].
In virtual environments it might be more appropriate to consider
attention guidance with least possible distraction to outweigh for
instance degradation of immersion and presence [13] or offer guid-
ance in interactive exhibition scenarios [34]. Our approach expands
on this by opening a focus view at each probe location, akin to a 3D
portal. We support multiple simultaneous lenses and link them with
the main view through continuous cues, thus extending distant ob-
ject selection into a multi-focus context.

Immersive Analytics of Networks: The application of immer-
sive technology to network analysis has gained traction, demon-
strating benefits like improved recall of graph structure and in-
creased engagement [16]. Various application areas ranging from
the exploration of biological networks [24] to software engineering
have been investigated [20]. However, many existing immersive
network tools emphasize exploration and navigation rather than di-
rect editing of the graph [16], despite being a task in classical graph
visualization [12, 9]. Sorger et al. [30] used a combination of
overview exploration and detail analysis in connection with telepor-
tation. Drogemuller et al. [8] examined different navigation tech-
niques and found that steering patterns (e.g., one- and two-handed
flying) showed benefits for search tasks, while Worlds-in-Miniature
approaches better supported overview tasks. Joos et al. [15] com-
pared six distinct node selection techniques, where filtering and
volume selections showed advantages for larger graphs. Building
on these foundations, our approach introduces volumetric probes
that allow users to instantiate multiple localized focus views of the

network. These probes serve not only as lenses for inspection but
also as portals for interaction, enabling non-local editing operations
such as the addition and removal of nodes and links, as well as lay-
out transformation and navigation.

3 METHOD

We integrated Multi-Focus Probes into a VR environment for the
exploration and editing of 3D node-link diagrams. Such a diagram,
which we also call a graph, is a geometric representation of an ab-
stract graph G = (V, E) consisting of a set of vertices V and edges
E and it is rendered with spheres and cylindrical tubes represent-
ing nodes and links, respectively. Users can navigate the environ-
ment using room-scale motion or controller-based input, adopting
either an egocentric view (immersed within the graph) or an exo-
centric view (observing the graph from an external vantage point).
In both modes, the goal is to facilitate interaction with arbitrarily
positioned subgraphs without requiring extensive physical move-
ment or causing spatial disorientation. Our system supports transi-
tions between egocentric and exocentric perspectives, with the ego-
centric view shown to improve performance in visual search and
navigation tasks while preserving spatial orientation [29]. The ego-
centric perspective is also reflected in the subgraph representations
generated by the probes, which act as multiple, independently sit-
uated egocentric views. Conceptual illustrations and example ren-
derings of the described components are provided in Fig. 2 and in
the supplementary video.

Placing a Multi-Focus Probe: To select a region of interest, the
user points a VR controller toward the desired location to place a
probe, cf. Fig. 2a. We define such a probe as a 3-dimensional closed
ball B(r,b) of radius r € R~ centered at point b € R? and we repre-
sent it by its boundary, i.e., as a semi-transparent, colored 2-sphere.
Probes are initialized along the controller’s ray, can be interactively
scaled and translated along the ray, and positioned freely within the
virtual space. Once placed, a probe remains at a fixed location in
the global graph. The corresponding focus content, i.e., the sub-
graph enclosed by the probe, is then automatically extracted and
displayed. Existing probes can also be reselected and repositioned
or replaced.

Manipulating Probe Content: Once a probe is placed, the sys-
tem identifies all graph nodes whose centers lie within the probe
volume and generates a visualization of the corresponding induced
subgraph! of this intersection in front of the user, colored in the
probe’s color to indicate its relation to the probe, cf. Fig. 2b. We
call this subgraph the probe content. It is visualized as a separate
focus view that enables inspection of a localized subset of the over-
all network. The probe content is positioned relative to the user—it
moves with the user’s viewpoint and can also be freely repositioned.
The probe content is fully interactive: users can rotate it, create
new links by selecting pairs of nodes, and remove existing nodes
or links. Although each probe operates independently and does not
directly interact with other probes, users can manipulate multiple
probe contents in parallel. Edits can be applied across different
probes or between a probe and the full-scale graph.

Global Navigation and Deformation: Our approach supports
two global operations that enhance immersive graph exploration:
navigation toward distant or occluded probes, and deformation of
the graph layout to reduce visual clutter and disentangle dense
structures, cf. Fig. 2c. Both are achieved by activating one or more
probes, each contributing a directional influence from the probe’s
content view (in front of the user) to its origin in the global graph.

Let {B;}cr denote the family of active probes for some index
set I and {v};es the normalized directions from the probes’ content
center (in front of the user) to its location in the global graph. Then,

'Let G= (V,E) be a graph, V' CV, and E' CE. Then G’ = (V' ,E’) is
called subgraph of G. It is called induced by V' if every edge in E’ has both
endpoints in V',
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Figure 2: Exemplary renderings and conceptual arts covering the stages explained in Sec. 3. (a) Placement of a multi-focus probe in the graph.
(b) Local editing of the probe content while the orange link got created through both subgraphs. Visual cues, i.e., the cones pointing toward
the probes and the tunnel (truncated cone) connecting the right probe with its content, support the users’ orientation. Additionally, nodes and
links in the graph which are surrounded by probes are enlarged and colored with the respective probe color for visibility. (c) Deformation of
the graph using two probes. For better clarity, the nodes were initially arranged on a circle and the colored arrows in the concept art indicate

the direction vectors caused by the two active probes.

for a user input received from the controller ranging from -1 to 1, we
calculate the scaled directions {¥};c;. For each node at position p,
we determine the set J = {j € I : p € B;} of active probes containing
the node. The new position of the node is then computed as:

1
p—p+=— w;iv; (1)
Yjeswj jg}
using uniform weights w; = 1 if J # (. If the node lies outside all
active probes (i.e., J = 0), we set J = I and use inverse-distance

weights w; = (Hp—ij)fl, where b is the center of probe B;.

This formulation ensures that nodes enclosed by one or more ac-
tive probes are displaced according to the averaged directions of
those probes, while other nodes are influenced by all probes in pro-
portion to their distance. When only one probe is active, this re-
sults in a uniform translation of the entire graph, enabling smooth
navigation toward a hidden subgraph (see Fig. 3a). When multi-
ple probes are active, their combined influences deform the graph
by pulling or pushing different regions in diverging directions (see
Fig. 3b).

In practical terms, probes act like spatial “handles” on the graph.
Users can pull distant regions toward themselves, stretch apart
densely connected areas, or rearrange the structure by coordinat-
ing movements across multiple probes. This interaction mechanism
provides direct spatial control for resolving occlusion, bringing rel-
evant subgraphs into reach, and improving overall layout clarity in
immersive settings.

Guidance Cues for Context Preservation: Introducing mul-
tiple focus views and enabling dynamic graph modifications in-
creases the risk of users losing orientation within the data. To mit-
igate this, we integrate continuous guidance cues (cf. Fig. 2b). For
example, during probe placement, haptic feedback is used: the con-
troller vibrates as long as the probe intersects with at least one node
and has not yet been placed, aiding spatial awareness. To support
orientation maintenance, we incorporate visual indicators that help
users track existing probes, even when they are occluded or posi-
tioned at a distance. Each probe is associated with a directional
cone [19], rendered in the same color as the probe, and pointing
toward its location. The cone’s transparency encodes the distance
to the probe. Let w be the vector from the camera toward the probe
and v the current view direction; we compute the angle o between
these vectors to determine the cone placement. The cone is posi-
tioned by rotating v toward w by a fixed angle and translating it
along the resulting vector. To reduce visual clutter, cones are only
displayed when o exceeds a defined threshold. A second visual
cue, the tunnel, is a colored truncated cone connecting each probe

to its content. Toggling the tunnel also activates or deactivates the
associated probe. Together, these cues support probe localization in
dense or spatially distant regions of the graph and provide immedi-
ate visual feedback during navigation and deformation.

4 RESULTS

We implemented a prototype for our technique using the web-based
3D engine babylon.js”. In the examples in this paper, we use multi-
variate graph data representing soccer players from the CL seasons
2017/2018. Each player is represented by a node, with links con-
necting pairs of players who played for the same club. Additional
attributes for each player are, for instance, appearances, minutes
played, pass accuracy etc. Overall we have 95 nodes, 1046 links,
and 39 node attributes. To obtain an initial embedding of the nodes
we used d3-force-3d3, a 3D extension of the physical force simula-
tion on particles included in D3*. We initialize the scene by placing
the rescaled graph in front of but distant from the user.

In Fig. 1, the graph is shown rendered in front of the user, with
two probes placed and activated. This setup presents two primary
challenges. The first is the distance between the user and the graph,
which makes precise manual probe placement difficult. To address
this, haptic feedback supports depth perception during interaction.
The second challenge lies in the dense entanglement of graph ele-
ments. Here, users can progressively insert a probe into the graph
to explore occluded regions. Alternatively, probes can be placed
automatically based on node attributes or structural properties of
the graph. This extends the interaction capabilities by enabling se-
lection of objects through high-level queries—for instance, filtering
for a node representing the player with the highest number of min-
utes played. Since automatically placed probes might be outside the
user’s field of view or hidden within the graph, we employ visual
cues (such as cones and tunnels) to guide the user’s attention and
provide spatial orientation.

The content of a probe, positioned relative to the user, serves
as an interaction proxy that bridges the spatial gap between the
user and specific subsets of the graph. This setup enables users
to explore content and perform local edits—either within a single
subgraph, across multiple subgraphs, or in combination between
subgraphs and the main graph. Current editing capabilities include
creating nodes and removing nodes or links. In Fig. 1, for instance,
two distant nodes are connected via a newly created link, resulting
from the selection of these nodes in their respective subgraphs.

2https ://www.babylonjs.com/
3https ://github.com/vasturiano/d3- force-3d
4https://d3js.org/
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Figure 3: (a) Shows viewpoints next to two different probes distant from each other. In each view, the tunnel indicates the path to the
respective other probe and whilst only one is active it allows the user to translate to that probe. (b) Depicts the deformation where the left
rendering illustrates the initial constellation in which three probes are positioned. On the right the graph is deformed caused by the navigation
on one of the probe contents pushing away the probes from each other and stretching the graph in consequence.

Since the probe content serves as a connection to the graph, it
also carries system control functionality. This includes toggling
the probe’s activation state, which in turn controls the visibility of
the tunnel used as a visual guidance cue. Further, navigation and
deformation can be initiated and controlled via the probe content.

As recalled from Eq. (1), a single active probe enables scene nav-
igation relative to the probe, drawing the user toward or pushing
them away from its position. Fig. 3a shows two egocentric views
taken near each of two probes. When multiple probes are active,
they can be used for deformation. For example, in Fig. 3b, three
probes were employed to stretch the graph. Here, replacing the
probe content in front of the user allows them to steer the deforma-
tion, as the corresponding translation vectors are computed from
the probe content’s position to the respective probe locations.

This type of deformation can be used to bring nodes of inter-
est, especially those belonging to different subgraphs, closer to the
user and to each other, while maintaining reasonable behavior for
the remaining nodes. In other scenarios, dense entanglements may
hinder the exploration of interrelationships. In such cases, mov-
ing probe content and thereby stretching the graph helps to unravel
tightly clustered nodes and links (cf. Fig. 3b).

5 DiscussION

Our current implementation serves as a proof of concept for the
multi-focus probe technique and includes basic interaction and edit-
ing functionality. A key direction for future work is a thorough
empirical evaluation to validate usability and effectiveness. This
begins with the challenge of probe placement in dense or dis-
tant regions of the graph, an inherently difficult task, even with
haptic feedback. To improve this interaction, we plan to evalu-
ate alternative selection strategies, including multimodal feedback,
automated placement, and probe-linked cameras. For instance,
coupling probe-based navigation with automatic probe initializa-
tion may benefit exploration and search tasks. We also hypoth-
esize that direct, embodied interaction with subgraph representa-
tives—especially when distributed across multiple locations in the
graph—offers advantages such as reduced spatial disorientation,
more efficient task-switching between regions of interest, and the
ability to perform comparative or coordinated edits without the
need for continuous navigation or viewpoint changes. Furthermore,
the local (manual) arrangement, i.e., positioning, of probe contents,
relating to multi-view layouts [28], can be extended to steer the de-
formation process even further. Currently, the direction vectors (cf.
deformation in Sec. 3) are employed and the positioning of contents
in front of the user influence the deformation. Thus, including addi-
tional entities like direction vectors obtained from inter-relations of
probe contents could provide a mechanism for which the user gains

more fine-grained control of the whole deformation mainly based
on how they locally arrange the contents w.r.t. each other.

Another important direction for future work lies in expanding the
interaction vocabulary, also connected to relevant tasks [11]. While
the current implementation focuses on basic editing and deforma-
tion, additional probe-based operations such as attribute-based fil-
tering, multi-probe coordination, and probe history tracking could
further increase analytical expressiveness. Multi-focus probes may
also serve as an mechanism for collaborative scenarios. In a shared
immersive environment, probes could be used not only for personal
exploration but also as a means of communicating and sharing fo-
cus views with others. For instance, users could expose their probe
contents to collaborators to jointly inspect, annotate, or manipulate
specific subgraphs.

From a technical perspective, egocentric views Fig. 3a pose chal-
lenges in dense graphs, particularly for the visual organization of
probe contents, guidance cues, and the graph structure itself. Inter-
active elements may become occluded by nodes or links, limiting
usability. In this context, distortion-based viewing techniques in
3D space [5] could be explored to enhance spatial awareness and
operability in egocentric perspectives. Additionally, the rendering
of links, especially w.r.t. applied graph deformations, complicates
or even hinders the topological perception of the graph. To address
this, alternative rendering techniques like curved links [35], edge
bundling [18], or the representation of links by curved tubes with
varying radii could be incorporated to support structural percep-
tion and the overall understandability. Moreover, our current work
targets graphs of moderate sizes. Scaling the technique to handle,
e.g., genome-scale networks with tens of thousands of nodes and
hundreds of thousands of links [19], presents both a technical chal-
lenge and an opportunity to broaden the range of application sce-
narios. Beyond graph data, our method could also be extended to
other dense structures such as molecular or volumetric data, where
the concept naturally aligns with endoscopic-style exploration.

6 CONCLUSION

In this work, we introduced the multi-focus probes enabling interac-
tion with visualizations of complex and/or dense graphs in virtual
environments. We demonstrated how these probes support local
editing, focus-based navigation, and graph deformation. To en-
hance usability, we incorporated visual cues aligned with the fo-
cus+context paradigm and enabled seamless switching between ex-
ocentric and egocentric perspectives. While our focus on editing
marks an important first step, further research is needed to bring
immersive environments closer to the level of power and flexibility
for network manipulation that is currently available in advanced 2D
desktop applications.
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